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Motivated by recent experimental results on model binary colloidal mixtures, especially for the glass tran-
sition, we investigate the phase diagram of two models of asymmetric binary mixtures: the hard sphere and the
Asakura-Oosawa mixtures. This includes the binodals and the glass transition line, computed in the effective
one-component representation using the corresponding potentials of mean force at infinite dilution. The refer-
ence hypernetted chain approximation is used for computing the static properties and the glass transition line
is computed in the mode coupling approximation. The similarities and the differences between the two models
are discussed for different size ratios. It is shown that while both models follow a universal behavior at large
asymmetry, the hard sphere mixture model leads to more original results at moderate size ratio. These results
show that a modeling beyond generic effective potentials might be necessary for an appropriate description of
the complete phase diagram.

DOI: 10.1103/PhysRevE.76.031401 PACS number�s�: 82.70.Dd, 64.60.�i, 05.20.Jj

I. INTRODUCTION

Understanding the macroscopic properties of colloidal
suspensions from a microscopic point of view is important
both for fundamental aspects in condensed matter physics
and for practical applications. On the one hand, the possibil-
ity to tune the interaction potential between colloidal par-
ticles and their coupling with external fields allows us to use
colloids as convenient model systems for studying a variety
of phenomena, such as, for example, crystal nucleation, glass
transitions, solid-solid ones, etc., that are more difficult or
even impossible to investigate with atomic or molecular ma-
terials �see, e.g., �1��. On the other hand, an analysis at the
microscopic level can be very useful for practical purposes.
One may, for example, try to predict in this way the precise
physico-chemical parameters that govern the rheology or the
phase behavior of the suspension. To take, for illustration,
the specific situation of protein crystallization, one may be
interested in the precise conditions that would favor the crys-
tal with respect to the gel �see �2,3�, and references therein�.

It is, however, clear that a theoretical study that would
incorporate a detailed description of a real suspension would
first be a very difficult technical task. Furthermore, given the
great diversity of phenomena observed when varying the
various physico-chemical parameters, this might obscure
common fundamental mechanisms. It is then better to start
with simpler models that capture the basic characteristics of
such a complex system, the most obvious one being the large
difference in size between the particles. This was done in the
model introduced by Asakura-Oosawa �AO� �4� and Vrij �5�
for studying the depletion forces in colloid-polymer mix-
tures. In this so-called Asakura-Oosawa mixture model, the
small particles �polymers� behave as an ideal gas but they
experience a hard-core repulsion with the big hard spheres
�the colloids�. In other words, the big-big and big-small in-
teractions are hard-sphere �HS� ones, but the small-small in-
teractions vanish. This model is thus characterized by the

colloid-polymer diameter ratio q=�b /�s�1 �with �b the
hard-core diameter of the colloids, �s that of the polymers;
the radius of the exclusion sphere is �bs= 1

2 ��b+�s��. A sec-
ond simple model is the binary HS mixture, in which all the
interactions �big-big, big-small, and small-small� are mod-
eled by the HS potential. For convenience, this model will be
referred to in this paper as the “HS model” which stands for
“HS mixture model.” In both models, the composition is
characterized by the packing fractions �i=

�
6 �i�i

3, i=s,b
�where �i is the number density�.

Since the early work of Asakura and Oosawa, these mod-
els have been the subject of numerous studies �see, for ex-
ample, references in �6–21� for analytical methods and
�22–27� for simulations�. This continued interest is motivated
by the fact that not only may one address from these very
simple models fundamental questions such as the purely “en-
tropic” phase transitions, the validity of the effective fluid
approach, etc., but they may also be useful to analyze the
behavior of colloid-polymer mixtures �AO model� or
pseudobinary mixtures of hard-sphere-like colloids �HS mix-
ture� �28–31�. Indeed, in the literature, these models are not
presently viewed as two approximate representations of the
same reality, but rather as models for actually different
physical systems. Although their limitations for describing
real suspensions have already been emphasized �see, e.g.,
�32,33��, they are still frequently used for discussing the ge-
neric effects in colloidal suspensions. As far as the binodals
in the phase diagram are concerned, several theoretical stud-
ies have established a rather consistent picture. These lines
that locate the boundaries of the thermodynamic equilibrium
states share some general characteristics at large asymmetry.
They are conveniently discussed in the effective one-
component fluid �EOCF� representation, which describes a
fluid of big particles interacting through the potential of
mean force at infinite dilution. For the AO �respectively, HS�
model, the effective potential will be called “AO depletion
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potential” �respectively, “HS depletion potential”�. The vari-
ables are then the packing fraction of the big spheres, �b, and
that of the small particles in the reservoir, �s

*. In this repre-
sentation, one observes for both depletion potentials a fluid-
solid �FS� coexistence domain which broadens very rapidly
when �s

* increases. No stable fluid-fluid �FF� binodal is ob-
served at large asymmetry. These features are a consequence
of the fact that the depletion potential is both very short
ranged and very deep at contact �a stable solid-solid isostruc-
tural transition is also observed for q�10, as in simple fluids
with very short-range attractions �see, for example, �34,35��.
There exists, however, an important difference between the
result found with the AO and HS depletion potentials con-
cerning the FF transition at moderate asymmetry. For the HS
depletion potential, this transition is found only for q�10
�and it is metastable�, while it is systematically present for
the AO one. In the latter case, it has a stable part for q�3.

Therefore, while the results found for the AO depletion
potential are typical of those obtained for standard potentials
having a hard core and an attractive part �e.g., Yukawa or
square-well potentials�, the HS depletion potential leads to a
more specific behavior. This means that the gross trends de-
duced from generic models of the effective interactions have
to be taken with care when describing the thermodynamics
of these mixtures. One of the motivations of this paper is to
further discuss this point, by considering the full phase dia-
gram, including the glass transition.

A complete description of the phase behavior requires the
determination of those states with particular dynamic prop-
erties such as the glassy states �36�, besides the boundaries of
the stable and metastable domains. These properties can in-
deed affect the occurrence of the equilibrium phase transi-
tions �for a review, see, for example, �37��. Recent experi-
mental studies on colloid-polymer mixtures have evidenced
two distinct glassy states �38–44�. At low �s, the glassy state
is that of the one-component fluid of big hard spheres. It
exists only in the dense fluid region �45–47�. It is due to the
“caging” effect experienced by each big particle in a dense
disordered state �“repulsive glass”: see �36,47–50��. At
greater �s, the glass transition is shifted to lower values of
�b. The corresponding glassy state, which exhibits different
dynamical properties �see, e.g., �41,42,44��, is attributed in
the theoretical analysis to the depletion attraction between
the big particles, which allows their connection in loose
packed structures ��43�, and references therein�. This view
�“attractive glass”� is substantiated by mode coupling calcu-
lations �2,51–54� and simulations �55,56�. These studies have
indeed shown that such low density glasses exist for suffi-
ciently short attraction range. However, very few results
�40,57,58� exist for explicit models of the mixture.

We will thus present in this paper the complete phase
diagram �binodals and glass transition� of two models: the
AO mixture and the HS mixture, both treated in the EOCF
representation. Our first motivation is that the glass transi-
tion has not yet been determined theoretically for the HS
mixture �neither from a true mixture theory nor from the
EOCF with the HS depletion potential� and it has been ob-
tained only for limited situations �40,57� for the AO mixture.
On the other hand, as recalled above for the binodals �see

also �32,33��, one should be careful, when extrapolating the
trends relative to “generic” potentials, also for the glass tran-
sitions. Indeed, the dependence of the depletion potential on
the physical parameters, the density and the size ratio here, is
more complex than what can be reproduced with these ge-
neric models such as the square well or the Yukawa potential.
The second motivation of this paper is precisely to investi-
gate this question. We will show that, contrarily to a view
often present in the literature �see, however, �59� for
fullerene� a proper account of this dependence is in fact nec-
essary, even in the simplest situations discussed above �HS
and AO mixtures�.

This paper is hence organized as follows: In Sec. II, we
summarize the theoretical methods used for computing the
phase diagram in the EOCF. These methods are checked by
comparison with existing data. In Sec. III, the phase dia-
grams computed for the AO and HS depletion potentials are
discussed for two different size ratios. The features observed
are interpreted by the specificities of the depletion potential
relative to each model. Section IV is the conclusion.

II. THEORETICAL METHODS

A. One-component fluid representation

The theoretical description of a highly asymmetric binary
mixture in terms of a one-component fluid of big particles
interacting through the potential of mean force mediated by
the small ones, computed at infinite dilution, is well known
�60�. We briefly recall it here by using the notations of recent
literature �the reader may switch directly to Eq. �7��.

The convenient statistical ensemble is in this case the
semi-grand one with state variable �Nb, V, T; 	s� where Nb is
the number of big particles, V the volume, T the temperature,
and 	s the chemical potential of the small particles. One may
view it as describing an osmotic equilibrium system in which
the mixture is in contact with a reservoir of small particles
having the chemical potential 	s. The EOC representation
is formally defined from the semi-grand free energy
F�Nb ,V ,T ;	s�


F = − Ln�Trb,Nb��
Ns

�

Trs,Ns
�exp„− 
�H − 	sNs�…��	 ,

�1�

where H=Hbb+Hsb+Hss is the total interaction potential of
the mixture �with Hij the total interaction potential between
species i and j�, 
=1/kBT �with kB Boltzmann’s constant�,
and where the operator Tr�,N� is defined by

Tr�,N�
�X� =

1

N�!
�
3N�


 ��
i=1

N�

dri	X�r1, . . . ,rN�
� , �2�
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with


� = h/�2�m�kBT . �3�

F may also be written as


F = − Ln�Trb,Nb
exp�− 
Heff�� �4�

where

exp�− 
Heff� = �
Ns=1

�

Trs,Ns
�exp„− 
�H − 	sNs�…� . �5�

From Eqs. �4� and �5�, which are exact, F appears as the free
energy of an EOCF with an interaction Hamiltonian Heff

=Hbb+Hind where Hind is defined by


Hind = − Ln
 �
Ns=1

�

Trs,Ns
�exp„− 
�Hss + Hsb − 	sNs�…�� .

�6�

Hind is the indirect part of the interaction between the big
particles that is mediated by the small ones. It is in general a
function of the positions of the Nb big particles that cannot
be reduced to a sum of pair interactions. The standard ap-
proximation in the study of highly asymmetric mixtures con-
sists in replacing the potential of mean force Hind by a sum of
two-body contributions computed for a pair of macropar-
ticles at infinite dilution in the pure fluid of small particles
��12�, third paper�. The part H� of Heff that is relevant for the
phase transitions of the EOCF is then a pair additive inter-
action:

H� = �
i�j

�ubb�rij� + �eff�rij�� , �7�

where ubb is direct interaction between the big particle and
�eff the indirect one. The latter can be obtained from the
infinite dilution limit of the pair distribution function �pdf�,
of the big particles, gbb �60,61�:

�eff�r,	s� = − kBT Ln�gbb�r,�b → 0�� − ubb�r� . �8�

In practice, however, the convenient variables are the densi-
ties rather than the chemical potentials. The thermodynamic
state of the pure fluid of small spheres in the reservoir is then
characterized by its reduced density �s

* �in units of �s
3� rather

than by 	s. At fixed T, 	s is associated with a unique value
of �s

*, in the one-phase domain. This holds for the HS fluid
before the freezing density, as assumed here �the temperature
is irrelevant for the two models considered here�. Both vari-
ables being then strictly equivalent in Eq. �8�, the phase dia-
gram is most conveniently computed in the ��s

* ,�b� plane.
The accuracy of this reduction to the effective fluid de-

pends on the validity of the pair interaction approximation.
For sufficiently asymmetric HS mixtures, accounting only
for the two-body effects is sufficient for computing gbb

�r ,�b�0� �26� for the range of asymmetry considered in this
paper, at least in the conditions accessible to simulations.
Unexpectedly, this holds down to q=3.33 �second paper in
Ref. �26��. Furthermore, the EOCF binodals computed in
several studies �see, for example, �12,13,16�� are consistent
with existing simulation data for the true mixture �12�, that is
at low packing fraction of the small spheres. More recently,
the equivalence of both representations up to the dense fluid
region for the small particles �typically �s=0.4� has been
established by using integral equations �21�. For sufficiently
asymmetric AO mixtures, the validity of the pair approxima-
tion is more easily established due to the absence of interac-
tion between the small particles. It becomes even exact for
�s

�b
�

2
3
�3−1 �q�6.46� since contributions beyond two-body

terms to Heff vanish then �see, e.g., �15,18,13��.
The pair potential of mean force �HS

eff for binary HS mix-
tures �that is the HS depletion potential� can be computed by
different methods �see, for example, references in �62��. We
briefly recall here the method employed in our group: the
effective potential is computed from Eq. �8�. The pdf’s gij�r�
for a mixture with �b→0 are computed from the Ornstein-
Zernike equations �OZE� �61� with the reference hyper-
netted-chain �RHNC� closure �63�. The bridge functions are
computed from Rosenfeld’s density functional theory �64� in
the limit �b→0. The accuracy of this method which can be
generalized to non-HS interaction potentials �65� has been
positively checked against the simulation data of Refs.
�66,67�. It also proved to be accurate even in situations in-
cluding extremely short-range attractions �33�.

For the AO mixture, the potential of mean force at infinite
dilution �AO depletion potential� has the well-known exact
expression �in units of kBT�

�AO�x� =�
� , x � 1

−
�

4
q3�s

*�2

3
�1 +

1

q
	3

− x�1 +
1

q
	2

+
x3

3
� , 1 � x � 1 +

1

q

0, x � 1 +
1

q
, � �9�
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in which x is the interparticle distance in units of the big
spheres’ diameter �b �4,5�. As a generic model for the effec-
tive interaction, we will also consider at the end of this sec-
tion the attractive hard-core Yukawa potential:

�Yuk�x � 1� = −
�*

x
exp�− �*�x − 1�� ,

�Yuk�x � 1� = + � , �10�

whose depth �in units of kBT� and range �in units of the
hard-core diameter� are controlled by the dimensionless pa-
rameters �* and �*.

B. Binodals

The binodals are obtained in the ��s
* ,�b� plane by com-

puting the EOCF free energy as a function of �b, the effec-
tive potential �eff�r ,�s

*� being computed for a series of small
particle densities �s

* in the reservoir as indicated above. For
the fluid phase, the very accurate RHNC integral equations
�63� were used with the bridge function of Malijevski and
Labik �68� as unique input �see Ref. �69� for details�. The
free energy of the solid was computed in the variational per-
turbation theory described in �35�. The accuracy of this hy-
brid method that computes the fluid and solid free energy
following two distinct routes was shown in Ref. �16� for the
FS and FF transitions, by comparison with the simulation
data of Dijkstra et al. �12�, and confirmed by simulations
from our group �67� for the FF transition. As already men-
tioned, these results are also consistent with those obtained
from a theory for the true mixture �21�. Note that concerning
the FS transition �but not the FF one�, it would be acceptable
to apply the same perturbation treatment to both the fluid and
solid free energies �69�.

Concerning the FF transition, one important limitation of
integral equations is the existence of a nonconvergence re-
gion that crosses the FF binodal �for the true mixture, this
problem is solved �21� by using the special �“RHNC-MSA”�
closure introduced in �27��. For short-range attractive hard
spheres, however, a rather precise location of the FF line is
generally feasible because the latter is almost horizontal in
the ��s

* ,�b� representation, making easier the extrapolation in
the nonconvergence region. When more points were neces-
sary in the very dilute region ��b�0.07�, we used a second
order virial expansion that we checked positively very close
to the no-solution domain.

Concerning solid-solid transitions it was shown in �69�
that the perturbation theory allows only a qualitative descrip-
tion �it was encountered in one of the situations we investi-
gated�. Indeed, although this method is suitable to describe a
dense solid near close packing, it cannot be extended safely
to a “softer” one with lower density. However, the transition
found here is consistent with the MC simulation of Ref. �12�.

C. Glass transition

The glassy state has the same static properties and micro-
structure as the fluid. It is a dynamically arrested state, which
can be defined by the onset of a nonvanishing long time limit

of the particle density autocorrelation function �dynamical
arrest� in place of the usual exponential decay of the non-
glassy fluid. In the recent years, one of the most popular
methods used to study the glass transition, especially in the
context of colloids, is the mode coupling approximation
�MCA� �36�. We will consider here its formulation for the
EOCF representation. The general procedure is briefly re-
called below �it is possible to go directly to Eqs. �15� and
�14�, from which the glass transition line is computed, with
the help of the definition �11��.

For colloids in a continuous solvent, the starting point is
the Smoluchowski equation that describes the time evolution
of the N-particle configuration probability �this also holds for
a treatment by Brownian dynamics� �70�. It is a coarse
grained equation which is deduced from the N-particle
Langevin equations in the overdamped regime, by integrat-
ing out first the degrees of freedom relative to the random
force due to the solvent, second those relative to the particle
velocities. This procedure, whose justification is based on the
comparison of the involved relaxation times, leads to the
Smoluchowski equation that contains information only on
the particle coordinates. This equation is analogous for col-
loidal systems of the Liouville equation for molecular sys-
tems. The projection operator formalism is then used in the
MCA to describe the evolution of the dynamic functions. For
colloids ��71,72�, and references therein�, the principal dif-
ference with molecular fluids is that only one hydrodynamic
mode, the density one, is relevant in the MCA because the
current fluctuations are damped instantaneously by viscous
forces at the scale of the coarse grained time. By neglecting
further the hydrodynamic interactions, the density autocorre-
lation function �q�t�, defined as

�q�t� =
��q

*�t��−q�0��
��q

*�0��−q�0��
, �11�

with �q�t�=� j=1
Nb exp�−iq ·R j�, is given in the MCA by a non-

linear integro-differential equation:

�̇q�t� + q2D0
�q�t� + 

0

t

mq�t − t���̇q�t��� = 0. �12�

In Eq. �12�, D0 is the single particle diffusion constant, and
mq�t� the memory function:

mq�t� =
1

2

 d3k

�2��3V�q,k��k�t���q−k��t� , �13�

where

V�q,k� = −
�b

q4 �q · �q − k�c�q−k� + q · kck�2SqSkS�q−k�,

�14�

where ck is the static direct correlation function and Sk

= 1
1−�bck

the static structure factor �this expression neglects the
contribution from three-body direct correlations�. �q�t� can
thus be computed from Eqs. �11�–�14�, using ck as unique
input. The determination of the glass transition line requires
only the long time limit fq=�q�t→��, since the dynamical
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arrest is defined by fq�0. It can be shown from the math-
ematical study of Eqs. �11�–�13� �73� that fq is the greatest
solution �48,36� in the range 0� fq�1 of the equation

fq

1 − fq
=

1

2

 d3k

�2��3V�q,k�fkf �q−k�. �15�

This solution is in fact the limit of the direct iterative process

defined by fq
�0�=1, fq

�n+1�=
mq�fq

�n��

1+mq�fq
�n��

where mq�fq
�n��

= 1
2 � d3k

�2��3 V�q ,k�fkf �q−k� is the long time limit of Eq. �12�
�73�. The glass transition lines shown in this paper have been
computed following this route. To obtain the input EOCF
static direct correlation functions, we used the RHNC inte-
gral equation.

The MCA has been widely employed to study the proper-
ties of the glassy states for one-component HS fluids �47–50�
and for HS ones with attractive forces ��51–53,37��. For HS
fluids, the transition lines computed from the MCA are
shifted with respect to simulation data �55�: one finds �glass
=0.525 in the MCA �36� and �glass=0.582 from simulations.
Furthermore, in the experimental suspension studied in �47�
of supposedly HS-like colloids, the glass transition was
found for �glass=0.58. A significant uncertainty exists thus
for the precise location of the glass transition line, the MCA
certainly overestimating the glassy state region. However, a
much better agreement between theory and simulations ex-
ists �55� concerning the variations of �glass induced by short-
range attractive tails added to the HS potential. We do not
aim in this work at a precise determination of the glass tran-
sition line, but at discussing the influence of the form of the
interaction potential within the same theory. The trends dis-
cussed below, and obtained from our MCA treatment, should
thus be valid.

Another question is the use of the effective fluid represen-
tation. Using the EOCF approximation to describe the glass
transition in sufficiently asymmetric mixtures is based on the
view that the dynamical arrest involves essentially the fluid
of big particles. The small particles that move “freely” in the
free volume left by the network of big ones are merely re-
sponsible for the attractive part of the effective interaction
�eff�r ,�s

*�. This view has been partly checked against Brown-
ian dynamics simulations in �57� for an AO mixture in the
low �s region: the MCA glass transition lines �q−1

=0.15,0.5� were computed both for the EOCF and the two-
component fluid. Brownian dynamics isodiffusivity lines
were computed for two extreme values of the short-time mo-
bility ratio �=�ms /mb: �=1,0.01. The EOC version of the
MCA proved to reproduce correctly the trends obtained by
simulations for �=0.01, while the two-component version
was appropriate for �=1. This result is consistent with the
adiabadicity criterion established in �74� that requires a mini-
mum number of collisions during the time for a big particle
to move along a distance �s, a scale typical of the indirect
interaction. This also confirms the intuitive view that the
EOC representation should be more suitable at large asym-
metry. Clarifying this point would, however, require a deeper
analysis, since the relation between � and the size of the
particles depends on the system under study: for a mixture of

two differently sized hard colloids �with mi��i
3� for ex-

ample, one would expect � to behave roughly as ��q−3/2,
while for colloid-ideal polymer mixtures, the dependence is
more complex. Let us just mention that, for a mixture of HS
with the same mass density, the criterion proposed in �74� is
satisfied for small particle packing fractions �s�0.065 for
q=4, and �s�0.0012 for q=12.5, the two size ratios inves-
tigated here. The question of the gelation of the fluid of small
particles arises, however, when their density is sufficiently
high. This is suggested by some experiments on HS-like col-
loids �30� and simulations �75�, on systems with an addi-
tional soft repulsion, however.

D. Test of the method

For hard spheres with short-range attractive interactions,
the accuracy of the method employed for computing the
static quantities is essential both for the binodals and for the
glass transition lines: we know for example that the mean
spherical �MSA� or Percus-Yevick �PY� approximations pre-
dict critical temperatures of the Yukawa fluid that strongly
differ from those of more accurate integral equations, such
as the self-consistent Ornstein-Zernike approximation
�SCOZA� �2� or the RHNC. Similar observations can be
made for the glass transition line found with SCOZA �2� and
with MSA �51�. As the MCA glass transition line has not yet
been determined with RHNC static input, we first tested this
method �also for the binodals� for the very short-range attrac-
tive Yukawa potential studied in �2�, and for two asymmetric
AO mixtures at low solvent density studied in �40,57�.

1. Yukawa potential

We computed the phase diagram for a Yukawa potential
with reduced inverse range �*=30 �Fig. 1� using the RHNC/
MCA method described above. For this value, results are
available from MSA �51� and SCOZA �2�. For this value the
SCOZA glass transition line passes through the metastable
liquid-gas critical point. The FS transition lines found here
are almost identical to the SCOZA ones. For the FF transi-
tion, only the spinodal was computed in �2�. Our binodal is
close to this line. The critical points can be compared since it
is the point where the binodal and the spinodal have a com-
mon point. We find Tc

RHNC�0.24 to be compared with
Tc

SCOZA�0.22. As already mentioned, these values differ
strongly from the MSA or PYA ones since one has roughly
Tc

MSA,PYA�0.5 Tc
SCOZA,RHNC.

The agreement between the RHNC and SCOZA predic-
tions for the glass transition is also good. At infinite tempera-
ture, we find �glass,HS=0.526 �the three digits given here as
the result of the MCA calculation should not be taken liter-
ally�. When decreasing the temperature, the expected de-
crease of �glass is observed, our transition line being slightly
above the SCOZA one �we get, for example, �glass=0.2 for
T*=0.26 instead of T*=0.22 in �2��. The region of the FS
coexistence domain for which the system is expected to ge-
late is thus more extended. The value of �* for which the
glass transition crosses the FF critical point is also a bit
smaller. Like for the binodals, these discrepancies are, how-
ever, small by comparison with those found with the MSA
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and PYA inputs. These results confirm thus that while the
simple MSA or the PYA approximations are sufficient for
pure hard spheres, more accurate integral equations are nec-
essary for computing the FF binodal and the glass transition
line of short-range attractive hard spheres.

2. Asakura-Oosawa model at small �s

We next computed the MCA glass transition line for an
AO mixture with q=12.5 at low density �s of the small par-
ticles in the mixture ��s�0.25; Fig. 2�. The same calculation
with MSA input has been done in �40� in a two-component
mixture theory �for �s�0.122�, for analyzing the experimen-
tal behavior of a mixture of polymethylmethacrylato par-
ticles and nonadsorbing polystyrene. Since we used here the
EOCF representation, the comparison was done with the

conversion relation �s=�s
*�1−

4��b�sb
3

3
�. A more precise analy-

sis of this approximation, known to be reasonable for q�1,
is given in the Appendix. For q=12.5, the effect of this ap-
proximation is not observable in the density range studied
�see Fig. 2�. The trends we find are similar to those of �40�
after deduction of their ad hoc scaling: both transition lines
show a reentrant behavior for �b slightly above the HS criti-
cal value �b,HS

g =0.525. This reentrance is, however, notably
weaker with the RHNC input than with the MSA one. Note
that the shift ��b

g=�b max
g −�bHS

g between the maximum value
of �b

g and that of the HS fluid is independent of the repre-
sentation used �EOC versus mixture�.

We also did the same calculation, still for the AO model,
for q−1=0.15. For this value the glass transition line was
computed, in a two-component mixture theory, for �s
�0.08 in �57� using static structure factors deduced from the
fundamental measure density functional theory �76�. A de-

tailed comparison with our EOCF results is, however, more
difficult, because the uncertainty on �s induced by the ap-
proximation described above is significant for q−1=0.15. Our
results are, however, qualitatively consistent with those of
�57�. In particular, the reentrant behavior is also observed.
Note also that a reentrant behavior is also suggested for a
polymer colloid mixture treated in the polymer reference in-
teraction site model/ Percus-Yevick closure in Ref. �58� �a
simple criterion was used for the glass transition�.

III. RESULTS

In this section we present the binodals and the glass tran-
sition lines in the effective one-component fluid representa-
tion for the AO and the HS depletion potentials. The size
ratios investigated are q=4 and q=12.5. The aim is to ana-
lyze the respective influence of the size asymmetry—a ge-
neric characteristic of colloids—and that of more specific
features of the model with a view to assessing the extent to
which the results obtained with generic potentials �like the
Yukawa potential� can be extrapolated to actual mixtures. A
crude correspondence can be made between the AO and the
Yukawa fluid by equating the values of the respective inter-
action potential and of the slope at contact. One gets �*

=
2�q2−1�

q+2/3 . This leads to �*=6.7 �moderately short range� for
q=4, and �*=23.7 for q=12.5 �very short range�. This cor-
responds thus—a priori—to the two distinct situations de-
scribed in the literature, concerning either the glass transition
�existence or not of an attractive glass, competition with the

0

0.5

1

1.5

2

0 0.2 0.4 0.6 0.8

T
*

�

SolFlu

LiqGas

Glass

FIG. 1. Phase diagram of the Yukawa one-component fluid with
reduced inverse range �*=30 in the packing fraction ���−reduced
temperature �T*� plane computed with the RHNC/MCA method
described in Sec. II. Solid lines, binodals; dashes, glass transition
line. The lines connect the state points �symbols� for which the
calculations have actually been done.
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FIG. 2. Glass transition line of the Asakura-Oosawa model, for
q=12.5, in the big ��b�-small ��s� particle packing fraction plane.
The solid line, computed from the MSA static input, is extracted
from Ref. �40�. The dashed and dotted lines are deduced from the
glass transition line of the EOCF, computed from RHNC input, by
using Eq. �A14� of the Appendix. For each value of �b, the actual
value of �s lies between these two lines.
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FF transition� or the equilibrium states �stability of the ho-
mogenous fluid, location of the FF binodal�. The results pre-
sented here investigate this issue.

A. Phase diagrams for q=12.5 and q=4

The complete phase diagrams computed for the AO and
HS depletion potentials are shown in Figs. 3 �q=12.5� and 4
�q=4�.

1. q=12.5

The two phase diagrams exhibit many similarities, which
aside from slight differences correspond to the features ex-
pected for very short-range attractive HS: �i� The abrupt wid-
ening of the FS coexistence domain when �s

* increases and
taking place here for �s

*�0.2–0.30. �ii� The instability of the

FF binodal, which is clearly preempted by the FS one. This
is even more marked with �HS

eff �FF critical density �s
*c

=0.55� than with �AO ��s
*c=0.41� �for �HS

eff the value of �s
*c

can be estimated precisely from the free energy curves but
the corresponding �b is not accessible—see Fig. 3�b�—
because of the nonconvergence problem�. �iii� The flatness of
the FF binodal �note also that for the HS mixture, however, a
narrow homogeneous fluid region exists at high �s

*�. �iv� The
preemption of the FF transition by the glass transition. This
is, however, slightly incomplete at low �b for the AO fluid,
for which the binodal occurs at lower �s

* than for pure HS.
For both models, the glass transition line is located inside the
FS coexistence domain. �v� The SS isostructural transition. It
is stable only for �HS

eff , its stability domain being very narrow.
This result is consistent with those of Ref. �12�, for HS mix-
tures with q=10,20 �in that study, the critical point of the SS
transition is stable for q=20, and metastable for q=10 but
very close to the FS binodal�. Note also that a reentrance of
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FIG. 3. Phase diagram of the Asakura �a� and HS mixture �b�
models for q=12.5 in the EOCF representation. Solid lines, bin-
odals; dashes, glass transition lines. �b� The filled circles locate the
solid-solid transition.
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FIG. 4. Same as Fig. 3 for q=4. For hard spheres �b�, neither the
FF nor the SS transition is observed.
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the fluid phase seems to occur at low �s
* but we did not

investigate this point further.

2. q=4

At this size ratio, the phase behaviors of the two models
show significant differences, both for the binodals and the
glass transition. Concerning the FF binodal, several studies
exist in the literature for similar size ratios. The general pat-
tern is as follows: a FF binodal is observed only for the �AO,
with a critical solvent packing fraction in the reservoir �s

*c

�0.76. It is metastable with respect to the FS one. For �HS
eff ,

no FF transition is observed. The HS and AO FS binodals
show similar behavior at low �s

*. A more significant differ-
ence is observable on the freezing line at higher �s

*: it is
flatter and closer to the left axis for �AO. Concerning the
glass transition for �s

*�0.8 �see below for greater �s
*�, the

glassy state domain is confined for �AO to the very dense
fluid region, �b

glass�0.50, close to the value for pure hard
spheres, the transition line being nearly vertical. In contrast,
with �HS

eff , �b
glass decreases when �s

* increases beyond �s
*

�0.4, eventually dropping much below the HS value �say
�b

glass=0.35 for �s
*=0.8�. Finally, we note that the glass tran-

sition line and the freezing line are notably closer for �HS
eff

than for �AO.
We have also computed the nonergodicity parameter fq at

�b=�b
glass, for the two potentials in the high �s

* region. The
features observed �oscillatory behavior, extension with q� are
those already evidenced in the literature for the “repulsive”
glass �for �AO� and the “attractive” one �for �HS

eff �. In the
latter case, we checked that the attractive glass is also found
for q=5. For such moderately asymmetric mixtures, no simi-

lar observation has been made up to now from standard mod-
eling of the depletion potential, to the best of our knowledge.

B. Interpretation

Aside from the similarities in the phase diagrams of the
OA and HS mixtures that reflect the generic properties of the
effective potential �hard-core+short-range depletion induced
attraction�, we have evidenced above significant differences.
Our interpretation of this specificity is based on the fact that
the HS depletion potential has a more complex dependence
on the physical parameter q and �s

* than the AO one. Indeed,
�AO can be written as the product of two independent fac-
tors: �AO�x�=�s

*Vq�x� where Vq depends on q but not on �s
*

�see Eq. �9�� and operates in the range 1�x�1+1/q. In
other words, the “intrinsic range” of �AO is determined
solely by q, while the factor �s

* simply plays the role of an
inverse temperature as with standard potentials such as the
Yukawa one. The phase behavior of the AO effective fluid is
thus expected to be roughly similar to that found for these
potentials. In particular, the stability of the FF binodal, the
shape of the FS one, and the existence of an attractive glass
should depend only on the value of q. Our results confirm
this view. A detailed account of the behavior of the glass
transition line for �s

*�0.8 would, however, require a more
specific study.

For the binary HS mixture, the structure and dependence
with q and �s

* of the depletion potential is more complex.
Since �HS

eff is obtained numerically, the influence of these
factors is difficult to specify but it can be analyzed from the
approximate expression of Götzelmann, Evans, and Dietrich
�77�:

�GED�x� =�
� , x � 1

−
3

2
�q + 1��s

*�q2x�2 + �s
*�3qx� + 4q2x�2� + 2�s

*2�6qx� + 5q2x�2�� , 1 � x � 1 +
1

q

0, x � 1 +
1

q
, � �14��

where x�=x−1− 1
q �−1

q �x��0 in the range 1�x�1+ 1
q � and

�s
*= �

6 �s
*. This potential, though truncated for x�1+ 1

q , gives
a correct description of the binodals �see Sec. IV of Ref. �33�
for the FS binodal�, and we have checked on a few examples
that this also holds for the glass transition line. We see in Eq.
�14� that, for a fixed value of q, the “shape” of �GED depends
this time on �s

*. To be more specific, three parameters char-
acterize the variations of �GED: the width �x of the attraction
well �Fig. 5�a��, the magnitude �� of the repulsive barrier
�Fig. 5�b��, and the contact value �HS

eff ��b� �Fig. 5�c��. Of
course the specific features of the transition lines observed
for �HS

eff result from the simultaneous interplay of these three
effects that cannot be separated in the analysis.

1. Variation of the width �x

From Eq. �14�, one has �x=1/q��1−�s
*��1+2�s

*� /1+4�s
*

+10�s
*2�. �x decreases rapidly when �s

* increases �Fig. 5�a��:
one roughly has �x��x0 /4 for �s

*=0.4, where �x0=�x��s
*

=0�. The width �x can thus be very short, even for moderate
q. This explains why the features that are typical of very
short-range attractions can be observed for moderate q, as
found previously for q=4. This has two important conse-
quences: the onset, for sufficient values of �s

*, of the attrac-
tive glass, and the absence of the FF binodal. For the former,
a very short attraction range is indeed required. For the con-
densation of the fluid, it normally takes place when the de-
crease in potential energy outweighs the entropy loss. This
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would correspond here to the high �s
* region. But as this

energy lowering is opposed by a simultaneous decrease of �x
in this region �less particles benefit from the attraction�, the
FF transition is not observed for these values of q.

2. Variation of the barrier ��

From the expression of the GED potential one gets ��
= 27

8 �q+1��s
*3��1+4�s

*�2 /1+4�s
*+10�s

*2�. Figure 5�b� shows
its strong concavity for �s

*�0.3. While �� is negligible at
low �s

*, it is sizeable for �s
*�0.25. Its influence on the glass

transition line is shown in Fig. 6 for q=4: this line is com-
puted with �HS

eff and with its truncated version ��*�x�1
+�x�=�HS

eff �x�, �*�x�1+�x�=0�. The line computed with �*

departs strongly from that with the full �HS
eff potential. The

attractive glass is generally interpreted as resulting from a
trapping effect induced by the short-range attraction between
big particles at contact with each other. This trapping is en-
hanced by the repulsive barrier �� when �s

* is large enough,
as this is evidenced on the pdf, g�r�, in Fig. 7: with �HS

eff , for
q=4, �s

*=0.6, and �b=0.4 �that is close to the glass transition
line�, we see that g�r� drops much below unity right after the
depletion well �roughly r /�b�1.06 here� while with �* we
have g�r��1.

Note that this result reinforces the analogy already pro-
posed �see Sec. V of Ref. �2�� between the attractive glass
and the isostructural SS transitions. Both transitions are in-
deed observed for very short-range attractive HS, as they
involve states in which the particles are very close to each
other �for the SS transition, it is the close packing solid�.
They are further favored by the combination of a narrow
attractive well and a repulsive barrier �78�. The difference
between the glass transition lines obtained for �HS

eff and
�*—which have exactly the same attractive tail—show that
the attraction range is not the unique parameter that deter-
mines the existence of the attractive glass.
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3. Nonlinearity of �HS
eff (�b)

Another specificity of the HS depletion potential is that its
contact value �HS

eff ��b� does not vary linearly with �s
*. This is

due to the correlations between the small particles that are
neglected in the AO model. We see in Fig. 5�c�, for q=4,5,
that �HS

eff ��b� increases more and more slowly when �s
* is

large �it becomes almost constant for �s
*�0.7�. This causes

first the persistence of the fluid phase up to �b�0.1, contrar-
ily to what is observed for the AO potential: indeed, the
�negative� energetic gain associated to the close packing
solid is not sufficient to induce the total disappearance of the
homogeneous fluid phase �see Sec. 4 of Ref. �33� for a dis-
cussion of the FS transition based on the free energy land-
scape�. The second consequence of this nonlinearity of
�HS

eff ��b� is that the decrease with �s
* of the glass transition

critical packing fraction slows down for �s
*�0.6.

C. HS mixture for q=10

We finally complete this study by showing �Fig. 8� the
phase diagram of the HS depletion potential including the
glass transition line for q=10. This size ratio has been exten-
sively studied in the theoretical literature as a prototype of
colloidal suspensions �it has been recently used to establish
the equivalence of the EOCF and the true mixture in the
dense fluid region �21��. The results obtained are similar with
those obtained for q=12.5, except that the SS transition is
not stable.

IV. CONCLUSION

In this paper we have investigated the binodals and the
glass transition lines of two models of asymmetric binary
mixtures, the Asakura-Oosawa and the HS mixture. The cal-
culations have been done in the effective one-component
representation for size ratios corresponding to moderately
and strongly asymmetric mixtures. These models are fre-
quently used in the theoretical analysis of certain mixtures of
colloids �polymer-colloid, and colloid-colloid� in which

depletion effects are expected to be important. Nevertheless,
their complete phase diagram has not been presented yet,
despite the importance of considering both equilibrium and
nonequilibrium states. It appears that in the strong asymme-
try regime �say q�10�, the two models behave quite simi-
larly. Their phase diagram shows the characteristic features
expected for extremely short-range attractive potentials—
here the depletion potential: in particular, the existence
within the broad fluid-solid coexistence domain of an attrac-
tive glass at low packing fraction, which preempts the meta-
stable gas-liquid transition. By including the glass transition,
we confirm here that the differences between the two models
are truly weak for these size ratios. The situation is different
at moderate size asymmetry �e.g., q=4�. While the phase
behavior of the Asakura-Oosawa model follows indeed the
predictions for moderately short-range attractions �say for
the Yukawa potential with �*=7�, the HS mixture model
shows a more specific behavior. Of course, some important
differences, such as the absence of a fluid-fluid binodal, have
already been pointed out in the literature. Our results show
that unexpected features can also be observed concerning the
glass transition. Indeed, an attractive glass is also observed in
a significant domain of big spheres packing fraction; up to
now, this feature was expected only for highly asymmetric
mixtures. These results can be understood from the charac-
teristics of the HS depletion potential whose shape and varia-
tion with the size ratio and the solvent density are more
complex than those of the Asakura-Oosawa potential. In par-
ticular, other characteristics than the sole attraction range
may have a significant role. In real suspensions, many addi-
tional interactions should, of course, be considered. One may
thus expect the effective potential between the big particles
to have in most cases a degree of complexity which, like the
HS depletion potential, cannot be reduced to those of the
standard ones used in the theory of simple fluids. This issue
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has already been raised in several studies of equilibrium
states and it is confirmed experimentally. Indeed, the experi-
mental phase diagram of a mixture of two supposedly HS
silica particles with different sizes �q=9.3� �30� shows sig-
nificant differences with the binary HS mixture model, at
least from a quantitative point of view �enlargement of the
FS binodal, location with respect to the glass transition line�.
From a theoretical point of view, it was already shown that
pseudobinary mixtures of supposedly “hard-sphere-like” col-
loids could in fact behave differently when compared to mix-
tures of true hard spheres �33�, as far as the binodals are
concerned. For the glass transition now, more refined mod-
eling, including small additions to the hard-core interaction,
might equally reveal original behaviors, such as, for ex-
ample, the existence of an attractive glass in the homoge-
neous fluid region. Work in this direction is in progress.

APPENDIX

In the AO mixture, the interactions between small par-
ticles are neglected. The small particle density in the reser-
voir is thus related to the chemical potential 	s by �s

r

=
exp�
	s�


s
3 �perfect gas�. The density �s in the mixture is given

by

�s =
1

V

�F

�	s
�A1�

where F=−k T Ln�Z� is given by Eqs. �1� and �2�. The par-
tition function Z can be expressed as a sum over the big
particle configurations

Z =
1

Nb!
b
3Nb

 dRb

Nbe−
Hbb��Ns

e
	sNs

Ns!
s
3Ns

 drs

Nse−
Hsb� .
�A2�

Hbb and Hsb are, respectively, the big-big and small-big par-
ticle interaction Hamiltonian �Hss=0�. As the interactions are
pure HS ones, one has

e−
Hbbe−
Hsb = 
1 �allowed configuration�
0 �forbidden one� .th

� �A3�

Furthermore, with Hss=0, one has


 drs
Nse−
Hsb = �
 drse

−
Hsb	Ns

. �A4�

From �A3� and �A4�, Z can be written as

Z =
1

Nb!
b
3Nb



��
dRb

Nb��Ns

„e
	sV�RNb�…Ns


s
3NsNs! � , �A5�

where �� is the 3Nb-dimensional volume of the allowed con-
figurations of the big particles, in the absence of the small

ones, and V�Rb
Nb� the �three-dimensional� free volume for one

small particle once the Nb big ones are fixed. Equation �A5�
can be written as

Z =
1

Nb!
b
3Nb



��
dRNb exp��s

rV�RNb�� . �A6�

V�Rb
Nb� is a bonded function of �RNb� :Vmin�V�RNb��Vmax

�the expressions of Vmin and Vmax are given below�. It can be
written as V�RNb�=Vm+�V�RNb�, where Vm will be chosen
successively as Vm=Vmin ��V�Rb

Nb��0�, and Vm=Vmax

��V�Rb
Nb��0�. Equation �A6� can be written as

Z =
1

Nb!
b
3Nb

exp��s
rVm�


��
dRNb exp��s

r�V�RNb�� .

�A7�

From Eqs. �A1� and �A2� and Eq. �A7�, one gets

�s =
Vm

V
�s

r + ��s �A8�

with

��s =
1


V

�

�	s

Ln�
 dRNb exp��s

r�V�RNb��	� . �A9�

One has thus

��s =
1


V

��s
r

�	s


 dRNb�V�RNb�exp��s
r�V�RNb��


 dRNb exp��s
r�V�RNb��

.

�A10�

The sign of ��s is that of the denominator in Eq. �A10�. For
Vm=Vmin �respectively, Vm=Vmax�, �V�RNb� is a positive �re-
spectively, negative� function of �RNb�, and thus ��s�0 �re-
spectively, ��s�0�. This leads to

Vmin

V
�s

r � �s �
Vmax

V
�s

r. �A11�

Now, Vmin and Vmax can be deduced from the following
considerations: V�Rb

Nb�=V−Vexc, where Vexc is the volume
that is forbidden to a small particle, due to the big ones. It is
maximum when the exclusion volumes, V0= �4��sb

3 /3�, due
to each big sphere, do not overlap. Vexc

max=NbV0, and thus

Vmin = V�1 −
4��b�sb

3

3
	 . �A12�

The minimum value of Vexc corresponds to the configurations
for which the overlap of these exclusion volumes is maxi-
mum. This is realized by the close packing solid configura-
tions, for which the overlap volume per big particle is
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Vover =
z

2
V1,

V1 = 2��sb
3 � 1

�q + 1�2 −
1

3�q + 1�3	 , �A13�

where z=12 is the number of nearest neighbors. The expres-
sion �A13� of V1 is that leading to the potential of Asakura
and Oosawa �4,5�. Finally, Eqs. �A8�, �A12�, and �A13� lead
to

1 −
4�

3
�b�sb

3 � 1 −
�s

�s
r

� 1 −
4�

3
�b�sb

3 �1 −
9

�q + 1�2 +
3

�q + 1�3	 .

�A14�

The difference
��s

�s
r between the maximum and minimum

value of
�s

�s
r is given by

��s

�s
r � 4��b�sb

3 � 3

�q + 1�2 +
1

�q + 1�3	 , �A15�

which scales as
��s

�s
r �

9�b

q2 for q�1.
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